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 4 

Abstract 5 

Trends in freight rail transportation rates have been the subject of numerous studies over the past 6 
40 years. However, little effort has been invested in modeling the evolution of rate determinants 7 
(shipment characteristics that impact rates) over time. This paper addresses this shortcoming by 8 
analyzing trends in rail transportation rate determinants using the Surface Transportation Board 9 
(STB) carload waybill sample (CWS) data. The CWS includes millions of individual shipments 10 
between 2001 and 2014. The rate determinants examined include length of haul, route density, 11 
shipment size, railroad interchanges, season of the year, railcar ownership, import vs. domestic 12 
vs. export, region of the country, and commodity. In order to examine how these rate 13 
determinants changed and/or fluctuated over the past fifteen years, we segment the data by year 14 
and commodity. Then we run separate OLS regression models for each year-commodity 15 
segment. The results of the analysis indicate that the impact of various determinants on rates 16 
changed significantly between 2001 and 2014; moreover, the changes were not consistent across 17 
commodities. For example, for the average shipment, rates for large shipments fluctuated and 18 
increased, relative to small shipments; however, for grain shipments, rates were nearly the same 19 
for 6-49, 50-90, and 90+ carload shipments between 2009 and 2014. The methodology and 20 
results presented in this paper provide valuable information on the relative differences in rates 21 
for various shipment types. This information can be utilized by railroads, railroad regulators, and 22 
especially shippers using rail transportation. 23 

 24 
KEYWORDS: Rail Transport Rates, Carload Waybill Sample, Freight Transportation 25 

 26 
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INTRODUCTION 1 

Understanding and capturing the dynamics behind freight rates, as this work seeks to do, is both 2 
important and complex. Globally, railroads are an important component of the freight 3 
transportation network, and the economy as a whole. In the United States, railroads transport 4 
16% of freight in terms of tonnage, and 40% in terms of ton-miles (1). As a transportation 5 
provider, railroads are an exceptionally cost-efficient mode for heavy, low-value freight traveling 6 
long distances. The shippers of commodities such as agriculture products, coal, low-value 7 
chemicals, and recycled materials, require a reliable, in terms of rates and operational efficiency, 8 
rail transportation network.  9 

Nonetheless, understanding and capturing the dynamics behind railroad rates is complex. 10 
Over the past four decades, railroad rates have evolved considerably both in terms of their 11 
magnitudes and the freedoms/restrictions that federal regulators have placed on railroads in terms 12 
of rate discrimination (2). The Background Section provides an overview of the recent history of 13 
rail transport rates. This study focuses on rail transport rates between 2001 and 2014. We 14 
examine how determinants of freight railroad rates have evolved over time for various 15 
commodities. The analysis uses the public carload waybill sample (CWS) that the Surface 16 
Transportation Board (STB) collects from major railroads (3). The key explanatory variables 17 
considered in this study were chosen based on an extensive literature review of rail transportation 18 
rates. The literature review revealed that predominant shipment characteristics affecting rail 19 
freight rates include: [1] length of haul, [2] traffic density between the shipment’s origin and 20 
destination, [3] shipment size, [4] interchanges between railroads, [5] railcar ownership, [6] 21 
import vs. domestic shipments, [7] origin region, [8] destination region, and [9] commodity. 22 
Seasonality also impacts rail transportation rates. 23 

In addition to its relevance to the policy and regulatory context, examining how the 24 
determinants of freight rail rates have evolved over time can help shippers address various 25 
strategic and tactical decisions aimed at improving the company’s supply chain efficiency, such 26 
as: Could we save money by moving production or storage facilities closer to our suppliers or 27 
customers (see [1,4,7])? Would moving to an area located on the main line of the rail network 28 
save money [1,2,4,7]? Is there a net benefit to increasing the capacity of our railcar loading area 29 
to load more carloads simultaneously [3]? What markets should we look to for future sales 30 
[1,4,6,8]? Should we invest in our own railcars [5]? While an empirical analysis of historical data 31 
would not answer these questions directly, it can provide a valuable source of information. 32 

The remainder of the paper proceeds as follows. The next section presents a literature 33 
review of econometric rail transport rate modeling. Following the literature review, we discuss 34 
the data and methodology used to analyze trends in rail transport rate determinants. Next, results 35 
are presented and discussed. The final section concludes the paper and presents areas for future 36 
research. 37 
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BACKGROUND 1 

Often, in discussions of rail transport rates, two regimes are identified for context: before and 2 
after the Staggers Act of 1980. Prior to the Staggers Act, railroad companies were required by 3 
law to service certain shipments regardless of their relative profitability and without total control 4 
over the rates charged to shippers. The Staggers Act gave railroads considerably more freedom 5 
in terms of which shipments to service and rate discrimination. The Staggers Act caused a 6 
fundamental shift in rail transportation and resulted in a large amount of research. Many shippers 7 
were concerned that deregulation would allow railroads to significantly increase rates; other 8 
entities argued that deregulation would reduce rates. Fuller et al. (4) predicted that rates would 9 
not increase for grain shipments in Illinois and Iowa (due to intermodal competition) nor in 10 
Montana, Kansas, and North Dakota (because rates were already at, or greater than allowable 11 
post-regulation levels, prior to deregulation). For nearly two decades, using data from various 12 
sources, researchers attempted to settle this debate.  13 

In one of the first empirical studies examining the impact of deregulation on rail transport 14 
rates, Boyer concludes that deregulation did not decrease rail transport rates; rather deregulation 15 
might have actually increased rail transport rates (5). The data set used by Boyer is highly 16 
aggregated and includes only 16 observations in total, one for each year between 1970 and 1985. 17 
The dependent variable in Boyer’s study is the average annual inflation-adjusted revenue per 18 
ton-mile (RPTM). The only three independent variables in the model were a dummy variable for 19 
deregulation (0 for 1970-1979; 1 for 1980-1985), the year (a proxy for technological changes in 20 
rail transportation), and the average weight of freight trains. Later studies argue that the rate 21 
function used by Boyer was misspecified.  22 

McFarland (6) develops a rate model similar to that of Boyer but with a few more control 23 
variables such as average length of haul, traffic density, bulk commodity traffic density, and an 24 
interaction term between the time variable and the dummy deregulation variable to account for 25 
the fact that the impacts of deregulation would take time to accrue. McFarland finds that rates 26 
either stayed the same or decreased because of deregulation. 27 

Barnekov and Kleit (7) use a similar model to McFarland and find that rail transport rates 28 
decreased significantly as a result of deregulation. Barnekov and Kleit include the following 29 
additional variables in their specification: gross national product to account for overall demand 30 
for rail transportation, truck transportation rates to account for competition between freight 31 
modes, and a third variable that reflects technological advancements that cannot be explained by 32 
deregulation. The authors show that most of the technological advancements in rail 33 
transportation between the early 1970s and late 1980s were the result of deregulation.  34 

Burton (8) analyzes rail transport rates using the CWS. Burton aggregates the 1973-1987 35 
CWS data by commodity, origin-destination pair, and quarter of the year, to form a time-series 36 
dataset for each commodity. The results of the analysis show that deregulation significantly 37 
reduced rail transport rates for most commodities, especially, higher-value non-bulk 38 
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commodities. Wilson (9) performs a similar analysis and finds that despite initial increases in 1 
rates immediately after deregulation in 1980, rates steadily decreased over the remainder of the 2 
decade. This result indicates that the productivity advantages of deregulation outpaced the 3 
adverse impacts of increased market power of railroads.  4 

After overwhelming empirical evidence showed that railroad deregulation produced a 5 
variety of benefits including lower rail transport rates, the focus of rail transport rate research 6 
shifted. For example Dennis (10), examines why (not if) rail transport rates decreased after 7 
deregulation. The dependent variable in Dennis’s model is RPTM and the inputs are length of 8 
haul, shipment size, load (tons/carload), a dummy variable indicating if the railcars are privately-9 
owned or railroad-owned, the railroad cost index adjusted for productivity, the price of truck 10 
transportation, and the annual percentage change in industrial production (10).  Dennis concludes 11 
that nearly 90% of the rate reductions can be attributed to productivity-adjusted cost reductions 12 
(10). 13 

Vachal et al. (11) examine rail transport rates between 1980 and 2000 and find that rates 14 
decreased for all grain shippers; however, shippers in competitive transportation markets 15 
received considerably lower rates than shippers in non-competitive markets. The reduced-form 16 
model developed by Vachal et al. has RPTM as the dependent variable, and the explanatory 17 
variables include number of carloads, length of haul, load per car, an intramodal competition 18 
variable (the Herfindahl-Hirschman Index), an intermodal competition variable (distance to 19 
nearest barge facility), annual grain production, linear and quadratic time variables, dummy 20 
variables for shipment size categories, grain-type, and shipment region. Using an interaction 21 
term between the time variable and the intermodal competition variable, Vachal et al. show that 22 
the influence of intermodal competition on RPTM increased between 1980 and 2000. 23 

Wilson and Wolak (12) aim to identify rail transport rates that are unusually high 24 
compared to rates charged to similar shippers. The methodology developed by Wilson and 25 
Wolak was part of a larger report commissioned by the Transportation Research Board (TRB) on 26 
modernizing freight rail regulation. Their methodology centers on developing benchmark rates 27 
for shipments with specific characteristics using shipments in competitive markets. Based on the 28 
benchmark rates, one can identify rail transport rates in non-competitive markets that are 29 
unusually high.  30 

The variables included in the quantile regression model developed by Wilson and Wolak 31 
include the dependent variable RPTM and independent variables length of haul, shipment size, 32 
number of interchanges, number of Class 1 railroads within 10 miles of origin (and destination), 33 
dummy variable equal to 1 if no water ports are 50 miles from a shipments origin and 34 
destination, and the distance to water at the origin (and destination), and lastly a dummy variable 35 
for private car ownership. Like the analysis presented in the next two sections of this paper, 36 
Wilson and Wolak do not aggregate the CWS data at all; therefore, a single observation is a 37 
shipment. Wilson and Wolak had access to the unmasked confidential CWS. The Data Source 38 
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subsection outlines the differences between the unmasked confidential CWS, the confidential 1 
CWS, and the public CWS. 2 

Similar to nearly all of the aforementioned existing research presented in this section, this 3 
paper employs multivariate ordinary least squares (OLS) regression to analyze rail transportation 4 
rates. The contribution of the analysis presented in this paper is the focus on examining the 5 
shipment characteristics that drive rail transportation rates and how those drivers have changed 6 
over the past 15 years. In order to perform this analysis, we segment the data by year and run a 7 
multivariate OLS regression model on the data from each year. In addition, we segment it by 8 
commodity because shipment characteristics and their impact on rates vary substantially across 9 
commodities. Previous research only considered variation over time of the average annual 10 
RPTM for specific shipment types, without seeking to capture the corresponding variation of the 11 
relative effects of underlying determinants.  12 

An STB report (13) examines trends in rail transport rates for various shipment types. 13 
Similar to the analysis presented in the Results Section of this paper, the analysis examines two 14 
major bulk commodities: coal and grain. The results of the analysis show that rates were 15 
significantly higher for railroad-owned railcars in the 1980s; however, by 2000 there was no 16 
noticeable difference between the average RPTM for railroad- and privately-owned railcars. The 17 
report also analyzes differences in annual average RPTM based on shipment size and length of 18 
haul. Prater et al. (14) perform the same analysis for different types of grains. This type of 19 
analysis is good for exploring trends in rail transportation rates as a function of shipment 20 
characteristics but in order to reach stronger conclusions and account for correlations between 21 
shipment characteristics econometric techniques are called for.  22 

DATA AND METHODOLOGY 23 

Data 24 

Data Source 25 

All of the data used in the analysis come from the CWS. The CWS is a stratified (based on 26 
shipment size) sample of shipments transported by railroads terminating more than 4,500 27 
carloads in a given year. We analyze CWS data between the years 2001 and 2014 (the most 28 
recent year in which data is available). Each observation in the CWS is an actual shipment and 29 
there are approximately 500,000 to 700,000 shipments per year in the CWS.  30 

Unfortunately, we were only able to obtain the publically available version of the CWS, 31 
as opposed to the confidential version of the CWS, or the unmasked confidential CWS. The 32 
publically available version of the CWS includes data on shipment revenue, number of carloads, 33 
shipment tonnage, length of haul, interchanges, date, railcar ownership, interstate vs. intrastate, 34 
aggregated origin and destination region, export vs. import vs. domestic, commodity, and 35 
information about the type of railcar. In addition to this information, the confidential version of 36 
the CWS includes origin and destination information at a lower level of aggregation, the 37 



Hyland, Bou Mjahed, and Mahmassani  7 

 

estimated variable cost of each shipment, and the name of the railroad. The unmasked 1 
confidential version of the CWS also includes the actual revenue shippers paid to carriers for 2 
contract shipments. The unmasked confidential version of the CWS is rarely made available to 3 
researchers; therefore, despite the concerns surrounding masked waybill data, researchers are 4 
often forced to use the publically available CWS to analyze rail transport rates. Burton provides a 5 
brief review of the literature related to the use of the masked CWS in empirical analyses (8).  6 

Variables 7 

Using the CWS data, we extracted and specified the variables listed and defined in Table 8 
1 in order to analyze rail transport rates. We use ordinal variables for a number of the shipment 9 
characteristics that are typically treated as continuous. Each of the ordinal levels are estimated as 10 
dummy variables in the regression model relative to the smallest ordinal level. Hence, the third 11 
column in Table 1 for the ordinal variables represents the expected sign of the larger level 12 
dummy variables relative to the lowest level. We use ordinal variables in order to capture non-13 
linearities between rates and shipment characteristics. Moreover, because we examine trends in 14 
rail transport rate determinants we wanted to be able to understand and visualize trends across all 15 
ranges of shipment characteristics. For example, the Results Section shows that for grain 16 
shipments, only the highest density routes (100,000+ carloads per year) received large rate 17 
discounts in 2008 and 2009. 18 

TABLE 1  Variables Used in the Rail Rate Econometric Modeling Analysis 19 

Variable Definition Expected 
Sign 

Revenue per 
carload-mile 
(RPCM) 

This variable is the transportation ‘rate.’ It is the revenue collected divided by 
the number of carloads in the shipment and the shipment length of haul.  

Dependent 
Variable 

Car Weight The average tonnage per carloads + 

Length of Haul 
(LOH) 

Ordinal variable based on the shortest distance over the rail network between a 
shipment’s origin and destination – rounded to the nearest ten miles (20-249 
miles, 250-799, 800-1199, 1200-2000, 2000+) 

- 

Route Density Ordinal variable based on the annual number of carloads moving between the 
shipment’s origin and destination (0-1K carloads, 1K-10K, 10K-100K, 100K+) - 

Carload 
Number 

Ordinal variable based on the number of carloads on the waybill (1 carload, 2-
5, 6-49, 50-90, 90+) - 

Interchanges 
Ordinal variable based on the number of times a shipment switches from one 
railroad to another (1, 2, 3+) + 

Season Categorical variable indicating if a shipment was transported in the Winter, 
Spring, Summer, or Fall NA 

Export/ 
Domestic 

Categorical variable indicating if a shipment was imported, exported, both, or 
entirely domestic  

Railcar 
Ownership 

Dummy variable equal to 1 if the railcars on the shipment are owned by the 
railroad + 
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Interstate Dummy variable equal to 1 if a shipment crosses at least one state border ? 

Origin Region 
Dummy variable indicating the Business Economic Area (BEA) in which the 
shipment originated. (e.g. 001 = Bangor, ME; 011 = Harrisburg-Lebanon-
Carlisle, PA; etc.) 

NA 

Destination 
Region 

Dummy variable indicating the BEA in which the shipment terminated. (e.g. 
101 = Peoria-Penkin, IL; 111 = Minot ND; etc.) NA 

Year Ordinal variable indicating the year the shipment was transported NA 

Commodity 
A categorical variable indicating the commodity-type of the shipment (e.g. 
Coal, Crude Oil and Natural Gas, Grain, Farm (non-grain), Oil and Natural Gas 
Products, Pulp-Paper, etc.) 

NA 

Data Filtering 1 

The CWS, despite being filtered initially by the STB, often includes waybills with input errors. 2 
In this section we briefly describe the filtering process used to create the final dataset used in the 3 
analysis. The list below describes the observations removed from the CWS (in parenthesis we 4 
list the percentage of the data lost due to filtering). 5 

• Shipments originating outside the continental United States (3-4%) 6 
• Shipments weighing on average greater than 130 tons per carloads, and shipments with 7 

zero weight (<0.5%) 8 
• Shipments with a length of haul less than 20 miles (1-2%) 9 
• Shipments wherein the revenue collected per carload is greater than $30,000 (<0.5%) 10 
• The top and bottom 0.5% of shipments in terms of RPTM 11 

The logic for the filtering process is based on a study by the Escalation Consultants (15).  The 12 
STB suggests that between a quarter and a half of 1% of the data contain errors, which is why we 13 
filtered the top and bottom 0.5% of shipments in terms of RPTM.  14 

Methodology 15 

In order to perform a robust analysis of trends in rail transport rate determinants we use 16 
multivariate OLS regression. Multivariate regression allows the modeler to control for spurious 17 
correlations between explanatory variables and the dependent variable. This procedure is more 18 
robust than the analyses conducted by (13, 14). 19 

The econometric model used to analyze rail transport rates is displayed in Equation 1. 20 
The data are a repeated cross-section for the years 2001 through 2014; therefore, a panel or time-21 
series model cannot be estimated. We take the natural log of the continuous variables in order to 22 
decrease the heteroscedasticity of the model.  Additionally, the estimation procedure calculates 23 
heteroscedastic standard errors as there is no reason to assume that the model presented in 24 
Equation 1 is homoscedastic. The subscript 𝑖 indicates the observation (i.e. a shipment or 25 
waybill); whereas the subscripts !  and !  indicate the ordinal level and the category, respectively, 26 
for ordinal and categorical variables. 27 
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! !! ! ! !!"#$%"&!!"#$% !!" ! ! ! ! !!"#$%&! !"#$ ! !" ! 𝛽!!   !"#$%! !"
! ! ! !!"#$%"&!!"#$%&! !! ! ! ! ! !!"#$%&#'#! ! ! ! ! ! !!"#$#%!!"#$%! !"
! ! !" ! !!"#$%&'$%(&!!"#$%! !" ! ! !! ! !!"# ! !" !! ! !" ! !!"##"$%& ! !" ! !! !  

(1)  

The first step in the regression component of the analysis includes estimating coefficients 1 
in Equation 1 using all the data between 2001 and 2014. In accordance with previous research 2 
suggesting that rate determinants vary depending on commodity, we segment the data by 3 
commodity. We present results for all-commodities, grain, and coal; we also estimated models 4 
for chemicals and pulp-paper but due to word limits these results are not presented.  5 

The second step in the regression component of the analysis involves further segmenting 6 
the data by year in order to determine trends in rail transport rate determinants. A more robust 7 
method would involve interacting the year variable with all of the other determinants in Equation 8 
1. However, given that there are over 500,000 observations each year, and interacting 13-year 9 
indicator variables with the other variables would result in over 100 new variables; it is 10 
infeasible to estimate this model using conventional methods on most computers. Nevertheless, 11 
segmenting the data by year and estimating coefficients for the rate determinants each year is a 12 
reasonable method to determine trends in rate determinants over time. We estimate the model in 13 
Equation 1 (without the year variable) for every year, for all-commodities, coal, and grain. 14 
Interesting trends in rate determinants are presented in graphical form in the Results Section. 15 

RESULTS 16 

Table 2 displays the results of Equation 1 estimated using the variables listed in Table 1 and the 17 
CWS data. Table 2 shows the coefficient estimates (and their t-values) for regression models for 18 
three separate segments: all-commodities, coal, and grain. The t-values were calculated after 19 
determining the heteroscedastic standard errors for the coefficients. All of the coefficients for all-20 
commodities, nearly all of the coefficients for coal, and most of the coefficients for grain are 21 
statistically significant at the 95% level. Nearly all of the coefficient estimates, in each of the 22 
three models, have the expected sign based on the existing theoretical and empirical literature. 23 
The R2 value for the all-commodity, coal, and grain models are 0.72, 0.66, and 0.83 respectively, 24 
indicating that the econometric model explains a significant portion of the variance in rail 25 
transport rates.   26 

In the all-commodities model, dummy variables were created for various commodities. 27 
The results indicate that grain shipments received the lowest rates, followed by non-grain farm 28 
shipments, food and pulp-paper. Conversely, coal received the highest rates followed by 29 
chemicals, oil/natural gas products, and crude oil and natural gas.  30 
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Commodity Comparisons of Rate Determinants  1 

The coefficient for car weight is positive in all three models. Given a certain number of 2 
carloads, the more weight (i.e. tonnage) per carload, the higher the rail transport rate. The main 3 
reason why railroads charge a premium for heavier carloads is due to the additional fuel costs 4 
necessary to transport heavier shipments. Additionally, heavier carloads also take longer to load 5 
and unload. 6 

The coefficients for the ordinal length of haul variables, in each of the three models, 7 
indicate, as expected, that longer hauls receive lower rates than shorter hauls (except for 800-8 
1199 mile vs. 1200-2000 mile coal shipments). As length of haul increases, the fixed costs 9 
incurred at the origin and destination, such as switching railcars, loading and unloading, are 10 
spread over more carload-miles; hence the total cost per carload-mile is lower for longer hauls. 11 
The results show that the relative discount between long hauls (1200-2000 mile and 2000+ mile 12 
shipments) and short hauls is much greater for grain than coal. In fact, the grain coefficient 13 
estimate for the 2000+ mile length of haul dummy variable implies that, all else being equal, 14 
RPCM for 2000+ mile hauls are on average 85% less than RPCM for 20-250 mile hauls. 15 
Whereas, for coal, RPCM is only 56% lower for 2000+ mile hauls than 20-250 mile hauls. 16 
Equation 2 shows the formula for determining the percent change in RPTM (y) as a function of 17 
absolute changes in the non-logarithmic explanatory variables (Δx).  18 

    %∆𝑦 ! 100× 𝑒!×! ! ! 1                  (2)  19 

The coefficients for the ordinal route density variables, in each of the three models, show 20 
that as the density of traffic between an origin-destination (O-D) pair increases, the rates offered 21 
to shipments traveling between these O-D pairs decreases. The main reason why increased 22 
density results in lower rail transport rates is that the more commodities traveling between an O-23 
D pair, the greater the likelihood that carloads from different originating shipments can be 24 
combined to form a larger train. As explained in the next paragraph, increasing the number of 25 
carloads on a train results in significantly lower costs per carloads. The impact of route density is 26 
stronger for all-commodities relative to coal and grain. It is important to note that the route 27 
density data field for the coal and grain segments contains all shipments traveling between the O-28 
D pair, not just coal or grain shipments.  29 

The coefficients for the ordinal carload number variables differ slightly from what 30 
previous models and theory would suggest. Rail transport economic theory predicts that as the 31 
number of carloads increases, rates should decrease. The results in Table 2 suggest that this is 32 
true when the number of carloads is greater than 50, but between 1 and 50 carloads, the results 33 
are not consistent. Relative to 1 carload shipments, for all-commodities, the 2-5 carloads 34 
shipments received higher rates. And for coal shipments, 2-5 carload shipments, and 6-50 35 
carload shipments both received higher rates. The authors of this paper found out from 36 
representatives at a major Class 1 railroad that often times certain railroads will create a separate 37 
waybill for every single car in a shipment, even for shuttle train shipments that are actually 100+ 38 
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carload trains. We believe that this is a reasonable explanation for why the carload number 1 
coefficients are not all negative. The reason why, overall, rates decrease as the carload number 2 
increases is because the fixed costs of rail transportation such as labor are spread over more 3 
carloads. This reduces the cost per carload-mile (16>.  4 

The coefficients for number of interchanges for all-commodities conform to rail 5 
transport economic theory. In contrast, the coal coefficient values contradict economic theory 6 
(and the grain coefficients are not statistically significant). Economic theory suggests that as the 7 
number of interchanges between railroads increases, rail transport rates should increase. The 8 
reason for this prediction is that there are additional rail operating costs and overhead costs 9 
associated with switching railcars from one railroad to another; hence rates should reflect these 10 
cost increases.  11 

The coefficient values for the season variable indicate that rail transport rates are highest 12 
during the fall for all-commodities and grain; whereas, summer and fall rates are equally as high 13 
for coal. Across all segments, the results suggest that shippers pay a premium for railroad-14 
owned railcars as opposed to privately-owned railcars. This is not surprising assuming that the 15 
price premium reflects the additional cost on the railroad side of purchasing and maintaining 16 
railcars.   17 

The coefficient values for import vs. export vs. domestic shipments vary across the three 18 
models. The grain and all-commodity models suggest that relative to domestic shipments, export 19 
shipments are receiving lower rates; whereas, the coal model indicates export shipments are 20 
receiving higher rates than domestic shipments. For all three models, import shipments are 21 
receiving lower rates than domestic shipments. In the next subsection, we see that the relative 22 
difference between domestic and export shipments change significantly between 2001 and 2014.  23 

The origin region results for the three models suggest that regional differences vary 24 
significantly across commodities.  For all-commodities, Midwest shipments receive the highest 25 
rates; for coal, Midwest and Southwest shipments receive the lowest rates. And for grain 26 
shipments, only the Northeast receives lower rates than the Midwest. Examining the Midwest 27 
across these three groups, and given that the Midwest is the largest producer of grain, the state of 28 
Wyoming itself produces 40% of the coal in the United States (17), and the Midwest does not 29 
originate a lot of other major commodities, it is not surprising that the Midwest receives low 30 
rates for coal and grain but not across all-commodities.  31 

The destination region results are similar to the origin region results. In these models we 32 
examine regional differences at a high-level of aggregation; however, given the CWS data, 33 
regional analyses can be performed at a much lower level of aggregation using the methodology 34 
presented in this paper. For example, policy-makers, regulators, railroads and shippers can 35 
compare rates in two adjacent areas using the methodology presented in this paper to see if 36 
railroads are charging significantly different rates in nearby or similar regions.  37 
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The coefficient values for the ordinal year variables, relative to the base year of 2001, 1 
indicate that rates were relatively constant between 2001 and 2006 for all-commodities before 2 
increasing significantly and steadily between 2006 and 2012 (with a slight decrease in 2008-3 
2009 due to the recession) and then a flattening of rates between 2012 and 2014. Coal rates 4 
steadily increased from 2001 through 2011 (with a slight decrease in 2008-2009) before 5 
flattening out between 2011 and 2014. The trend for grain transport rates parallels that of coal 6 
almost perfectly except that grain rates increased between 2006 and 2011 not 2012. In terms of 7 
overall growth between 2001 and 2014, coal rates increased the most, followed by grain, and 8 
then all-commodities. The year variable is often used in econometric models of rail transport 9 
rates as a proxy for technological innovation and the coefficient value is expected to be negative. 10 
However, the model presented in this paper does not include all of the necessary control 11 
variables, such as intermodal and intra-modal competition, and demand-side variables, in order 12 
for the year variable to be a reasonable proxy for technological innovation.  13 

TABLE 2  Regression Model Results 14 
 All-‐Commodities	   Coal	   Grain	  

Variable	   Coefficient	   t-‐value	   Coefficient	   t-‐value	   Coefficient	   t-‐value	  
(Intercept)	   -‐0.021	   8.8	   0.420	   5.67	   -‐0.940	   14.70	  
ln(Car	  Weight)	   0.524	   1766.9	   0.303	   19.16	   0.657	   48.68	  

Length	  of	  Haul	  (Base:	  20-‐249	  miles)	  
250-‐799	  miles	   -‐0.681	   577.8	   -‐0.507	   119.56	   -‐0.810	   65.05	  
800-‐1199	  miles	   -‐0.990	   774.7	   -‐0.726	   132.10	   -‐1.103	   79.83	  
1200-‐2000	  miles	   -‐1.190	   897.5	   -‐0.673	   106.16	   -‐1.361	   85.25	  
2000+	  miles	   -‐1.391	   1027.9	   -‐0.858	   14.43	   -‐1.933	   72.31	  

	  Route	  Density	  (Base:	  0-‐999	  Carloads)	  
1,000-‐9,999	  Carloads	   -‐0.170	   177.9	   -‐0.048	   4.56	   -‐0.011	   1.71*	  
10,000-‐99,999	  Carloads	   -‐0.332	   326.2	   -‐0.101	   9.74	   -‐0.062	   6.91	  
100,000+	  Carloads	   -‐0.470	   415.2	   -‐0.234	   21.86	   -‐0.186	   8.38	  

Carload	  Number	  (Base:	  1	  Carload)	  
2-‐5	  Carloads	   0.021	   13.5	   0.019	   1.36*	   -‐0.088	   12.23	  
6-‐49	  Carloads	   -‐0.082	   61.0	   0.041	   7.58	   -‐0.219	   35.80	  
50-‐90	  Carloads	   -‐0.236	   116.4	   -‐0.120	   21.74	   -‐0.238	   38.92	  
90+	  Carloads	   -‐0.513	   224.8	   -‐0.271	   50.93	   -‐0.267	   41.17	  

Interchanges	  (Base:	  0	  Interchanges)	  
1	  Interchange	   0.196	   246.2	   -‐0.075	   20.51	   -‐0.013	   1.22*	  
2	  Interchanges	   0.240	   131.0	   -‐0.505	   55.16	   0.023	   0.99*	  
3+	  Interchanges	   0.243	   55.6	   -‐0.168	   7.26	   -‐0.186	   3.03	  

Season	  (Base:	  Fall)	  
Spring	   -‐0.034	   56.3	   -‐0.018	   7.31	   -‐0.036	   5.58	  
Summer	   -‐0.022	   35.9	   0.003	   1.20*	   -‐0.013	   2.03	  
Winter	   -‐0.033	   54.0	   -‐0.033	   13.28	   -‐0.027	   4.24	  
	  	  
Dummy	  -‐	  Railroad	  Owned	  Cars	   0.178	   310.2	   0.044	   16.15	   0.129	   24.11	  
Dummy	  -‐	  Interstate	  Shipment	   -‐0.137	   113.6	   -‐0.112	   23.67	   0.019	   1.41*	  

Base:	  Domestic	  
Import	   -‐0.067	   74.4	   -‐0.547	   12.87	   -‐0.024	   0.18*	  
Export	   -‐0.202	   237.9	   0.071	   12.98	   -‐0.135	   10.46	  
Import	  and	  Export	   -‐0.195	   61.4	   0.173	   8.74	   -‐0.415	   18.49	  
Unknown	   0.185	   384.0	   0.193	   82.94	   0.082	   14.69	  

Origin	  Region	  (Base:	  Midwest	  Origin)	  
Origin	  Unknown	   -‐0.110	   155.8	   -‐0.014	   2.12	   0.028	   2.60	  
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Northeast	   -‐0.499	   341.4	   0.191	   28.12	   -‐0.090	   3.91	  
Southeast	   -‐0.240	   281.8	   0.236	   45.68	   -‐0.011	   0.71*	  
Southwest	   -‐0.151	   162.1	   0.063	   4.70	   -‐0.049	   2.81	  
West	   -‐0.063	   87.6	   -‐0.375	   67.29	   0.090	   0.47*	  

Destination	  Region	  (Base:	  Midwest	  Destination)	  
Destination	  Unknown	   -‐0.006	   8.1	   0.067	   19.67	   0.046	   4.23	  
Canada/Mexico	   -‐0.323	   125.0	   0.384	   1.72*	   0.077	   2.45	  
Northeast	   0.088	   77.2	   0.158	   21.03	   -‐0.036	   2.35	  
Southeast	   -‐0.012	   14.5	   0.131	   37.40	   0.039	   3.45	  
Southwest	   0.097	   107.2	   -‐0.006	   1.60*	   0.190	   14.31	  
West	   -‐0.132	   175.2	   0.454	   69.22	   0.131	   8.32	  

	  	  Year	  (Base:	  2001)	  
2002	   0.004	   3.4	   -‐0.011	   3.07	   -‐0.023	   1.88*	  
2003	   -‐0.014	   12.0	   0.059	   17.05	   -‐0.026	   2.09	  
2004	   0.046	   40.3	   0.048	   15.52	   -‐0.005	   0.42*	  
2005	   0.076	   68.0	   0.155	   41.30	   0.028	   2.13	  
2006	   0.047	   42.5	   0.194	   41.35	   0.057	   4.72	  
2007	   0.100	   86.7	   0.236	   48.19	   0.176	   14.23	  
2008	   0.148	   126.8	   0.382	   78.86	   0.226	   17.72	  
2009	   0.113	   93.6	   0.362	   72.30	   0.214	   18.81	  
2010	   0.183	   154.7	   0.475	   105.22	   0.312	   27.22	  
2011	   0.251	   211.4	   0.574	   129.39	   0.397	   35.50	  
2012	   0.288	   242.1	   0.574	   114.04	   0.364	   30.99	  
2013	   0.274	   229.3	   0.571	   127.02	   0.354	   28.43	  
2014	   0.299	   256.8	   0.550	   109.67	   0.371	   31.44	  

Commodity	  (Base:	  Other	  Commodities) 
Chemical	   0.278	   298.7	   	      
Coal	   0.326	   127.8	   	      
Crude	  Oil	  and	  Natural	  Gas	   0.166	   39.2	   	      
Farm	  (Non-‐Grain)	   -‐0.147	   111.1	   	      
Food	   -‐0.058	   69.9	   	      
Grain	   -‐0.151	   57.4	   	      
Oil	  and	  Natural	  Gas	  Products	   0.246	   165.6	   	      
Pulp-‐Paper	   -‐0.007	   6.0	   	      

Statistical	  Fit	  Metrics 
Adjusted	  R2	   0.72	   0.66 0.83 

*	  Indicates	  coefficient	  estimate	  is	  not	  statistically	  significant	  from	  0	  at	  the	  95%	  level.	  1 
Note:	  The	  observations	  are	  weighted	  based	  on	  the	  theoretical	  expansion	  factor	  (the	  inverse	  of	  the	  2 
sampling	  rate)	  given	  in	  the	  CWS.	  3 

Time-series Comparison of Rate Determinants  4 

In this section we segment the dataset by year in order to determine trends in rail transport rate 5 
determinants. The econometric model displayed in Equation 1 was run separately on data from 6 
each year. The interesting results (i.e. the coefficients with noticeable trends) are presented in 7 
graphical form in this section. The x-axis in each graph represents the year and the y-axis 8 
represents the coefficient value for the parameter in the given year. Each point includes error 9 
bands based on the heteroscedastic standard errors calculated for each coefficient.  10 

Figure 1 shows the relative difference between the rates of four bulk commodities. The 11 
results show that rates for chemicals and grain were relatively stable between 2001 and 2014 12 
with grain receiving slightly lower rates and chemicals receiving higher rates than the average 13 
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shipment. The rates for coal as well as crude oil and natural gas fluctuated significantly between 1 
2001 and 2014.  2 

 3 
FIGURE 1  Comparison of the relative differences in rates between commodities. 4 

Figure 2a displays the coefficient estimates for the railroad ownership dummy variable 5 
and Figure 2b shows the coefficient estimates for the export dummy variable. Figure 2a shows 6 
significant fluctuations between 2005 and 2010. However, railroad-owned railcars consistently 7 
paid higher rates than privately-owned railcars between 2001 and 2014. The results also show 8 
that the premium for railroad-owned railcars was lower for grain than coal and the average 9 
shipment 10 

Figure 2b shows both a significant overall trend and differences across commodities for 11 
the export coefficients.  For instance, export coal shipments consistently received higher rates 12 
than domestic shipments, whereas the opposite is true for export and domestic grain shipments. 13 
Additionally, for all three commodity segments, Figure 2b shows that between 2001 and 2014, 14 
export rates increased relative to domestic rates. This result has important implications for 15 
shippers as they search for markets to sell their products.  16 
  17 
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(a) 1 

(b) 2 
Figure 2  Coefficient estimates for all three commodity segments, for each year between 2001 and 3 
2014, for (a) the railroad-owned railcars dummy variable and (b) the export shipment dummy 4 
variable. 5 

Figure 3 shows the coefficient values for the ordinal carload number variables for every 6 
year between 2001 and 2014 across all three commodity segments in three consecutive graphs. 7 
Figure 3a, the all-commodities segment, clearly shows that while the 50-90 and 90+ carload 8 
segments consistently received lower rates than the 1 carload segment, the discount for larger 9 
shipments both fluctuated and decreased relative to 1 carload shipments between 2001 and 2014. 10 
The rates for the 2-5 carload and 5-49 carload segments also increased relative to 1 carload 11 
shipments, even more so than the larger shipment segments. Figure 3b shows significant 12 
fluctuations in the rates for larger coal shipments relative to smaller coal shipments. In 2009, 13 
during the Great Recession, there was a very small difference in rates between 90+ carload coal 14 
shipments and 1 carload shipments.  15 
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Figure 3c shows that while larger grain shipments consistently received lower rates than 1 
single-carload shipments, by 2009 there was no noticeable difference between shipments in the 2 
6-49, 50-90, and 90+ carload segments. This result has significant implications on grain shippers. 3 
If rates are similar for 50 carload shipments and 100 carload shipments, it is not necessary for 4 
grain shippers to increase the capacity of their loading facilities as they have been doing over the 5 
past 20 years (18). A more detailed analysis of specific grains and regions of the country is 6 
needed to confirm the results presented in Figure 3c. Recent research suggests that for specific 7 
grains in specific regions there are significant rate differences between 100+ carload shipments 8 
and smaller shipment sizes (19). Additionally, comparing the y-axes in Figure 3a, Figure 3b, and 9 
Figure 3c, it is clear that the discount for 90+ carload shipments is larger for the average 10 
commodity than for grain and coal.  11 

Figure 4 displays the coefficient values for the route density ordinal variables across all 12 
three commodity segments in three graphs. Figure 4a clearly shows that higher density routes are 13 
receiving lower rates than low density routes. Moreover, relative to routes with very low density, 14 
the discount for routes with higher densities have steadily increased between 2001 and 2014. For 15 
shippers with flexibility in terms of locating facilities, the results presented in Figure 4a illustrate 16 
one benefit of locating in regions of the country with high rail traffic density. 17 

The results in Figure 4b and Figure 4c are more ambiguous. Figure 4b shows significant 18 
fluctuations in terms of the rates for coal shipments in various route density categories. These 19 
fluctuations may be the result of overall demand for rail transportation along major coal routes. 20 
In future research we plan to include variables for overall demand and demand for specific 21 
commodities. Figure 4c shows that only grain shipments on the highest density routes receive 22 
discounts. In 2008 and 2009, high density routes received huge discounts relative to low density 23 
routes (60% lower RPCM for the highest density route compared to the lowest density route). 24 
For grain, moderate density routes seem to receive the same rates as low density routes. Once 25 
again the implications of this are important for grain shippers, who probably do not have 26 
flexibility in terms of their origination point, but they do have flexibility in terms of the markets 27 
they sell their grain.   28 
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(a) 1 

(b) 2 

(c) 3 
 Figure 3  Coefficient estimates for Carload Number between 2001 and 2014 for (a) all-4 
commodities, (b) coal, (c) grain.  5 
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(a) 1 

(b) 2 

(c) 3 
Figure 4  Coefficient estimates for Route Density between 2001 and 2014 for (a) all-commodities, 4 
(b) coal, and (c) grain. 5 
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CONCLUSION 1 

The breadth and scope of railroad transportation as well as its significant impact on a multitude 2 
of sectors has resulted in a large volume of research examining freight railroad trends and their 3 
determinants. Much of the methodology includes capturing as many explanatory variables as 4 
possible to enhance a model’s ability to capture how rates are formed and how they have evolved 5 
as a response to external shocks (be it deregulation policies or mergers). And while rate 6 
determinants are heavily discussed, much less is known about their evolution over time.  7 

The work presented in this paper 1) highlights the importance of looking at freight 8 
railroad rate trends, and their determinants, 2) summarizes the key work in a rich literature that 9 
aims to understand the dynamics behind trends in rail transportation rates, 3) underscores a 10 
shortcoming in the literature in terms of examining trends in rate determinants  (i.e. carload 11 
number, route density, export vs. domestic, etc.) across commodities, 4) develops an econometric 12 
model to address these limitations, and finally, 5) discusses key insights that are applicable to 13 
railroads, policy-makers, regulators, and shippers.  14 

Through the use of econometric models of revenue per carload mile (RPCM), estimated on 15 
different years and different commodities, this paper finds that: 16 

• Consistent across commodities, shippers using railroad-owned railcars consistently paid 17 
higher rates than shippers using privately-owned railcars between 2001 and 2014. 18 
However, the relative difference between domestic and export shipments fluctuated 19 
significantly.  20 

• Export shipments steadily saw rate increases, relative to domestic shipments, between 21 
2001 and 2014. Although rates rose for all three commodity segments we analyzed, 22 
export coal shipments consistently paid higher rates than domestic coal shipments. 23 
Conversely, all-commodity and grain export shipments consistently received lower rates 24 
than domestic shipments.  25 

• Larger shipments consistently received lower rates than 1 carload shipments. However, 26 
for grain shipments, between 2009 and 2014, there was no noticeable difference between 27 
shipments in the 6-49, 50-90, and 90+ carload segments.  28 

• For all-commodities, relative to routes with very low density, the discount for routes with 29 
higher densities steadily increased between 2001 and 2014. However, for grain, only the 30 
highest density routes received statistically lower rates than low density routes.  31 

These results have a number of important implications. For example, the relative price 32 
difference between export and domestic rates impacts the markets in which shippers sell their 33 
products. Additionally, the finding that grain rates were the same for 50-90 and 90+ carload 34 
shipments suggests that shippers may want to consider upgrading their loading facilities to 35 
handle 90-120 carload shipments. Also, the route density results indicate one potential benefit for 36 
shippers of locating facilities along a high-density corridor. 37 
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Two important areas remain for future research. The first relates to examining trends in rate 1 
determinants across and within regions of the country. In this paper we create dummy variables 2 
for 5 regions of the country, whereas the CWS includes 170 origin BEAs within the continental 3 
United States. Although beyond the scope of this paper, analyzing rates and rate determinants 4 
across and within individual BEAs is an interesting area of research. The second opportunity 5 
involves merging other data sources with the CWS. As mentioned in the Background Section, 6 
other researchers have included demand variables, fuel costs, and intra-modal and intermodal 7 
competition variables. The competition data includes distance to the nearest navigable inland 8 
waterway from the shipment’s origin and termination points, and the number of competing 9 
railroads that could potentially serve the demand. Unfortunately, developing reliable competition 10 
variables requires more exact geographical information than the BEA provided in the public 11 
version of the CWS. Hence, access to the confidential CWS would be helpful.   12 
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